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Self-Supervised and Regularized Learning for Multiview Object Recognition
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• Multiview recognition has been well studied in the literature and achieves decent 
performance in object recognition and retrieval task.

• However, most previous works rely on supervised learning and some impractical underlying 
assumptions
- The availability of all views in training and inference time.
- View labels, consistent view angles or the same number of object views are required. 

• These limitations prevent many applications of interest. For example, the setting of Fig. 1, 
where a household robot of limited memory is tasked with picking scattered objects and 
returning them to their locations. 

• We refer this problem as lightweight unsupervised multiview object recognition, which 
requires the algorithm to be fast convergence, memory efficient and object view invariant. 

• To overcome this issue, we propose multiview stochastic prototype embedding (MVSPE) by 
encouraging views of an object naturally clustering around its object invariant.

• MVSPE is further regularized by minimizing the distribution shift when changing the set of 
view prototypes. The resulting embedding is referred as view invariant stochastic prototype 
embedding (VISPE).

• Experiments show that MVSPE  and VISPE achieve good performance for retrieval and k 
nearest neighbor classification on (1) ModelNet [9] (2) ShapeNet [10] (3) sampled ModelNet
with incomplete views.

Figure1. Lightweight unsupervised multiview object recognition. A household robot 
collects multiple object views by moving around, aggregating a multiview object 
database without view labels. A self-supervised learning algorithm is applied to this 
database to create an embedding that maps images from same object into an object 
invariant. At inference time, this embedding generalizes to new views, objects, and 
object classes.

Proposed methodIntroduction

Code available at 
https://github.com/chihhuiho/VISPE

Experiments

• Consider a set of objects O = {𝑜𝑖}𝑖=1
𝑁 and each object consists of images from 𝑉𝑖 unspecified

viewpoints 𝑜𝑖 = {𝑥𝑖
𝑗
}𝑗=1
𝑉𝑖 .

• For self-supervised learning, each object 𝑜𝑖 is treated as a different class, establishing a labelled

image dataset 𝐷 = {(𝑥𝑖
𝑗
, 𝑦𝑖

𝑗
)|𝑦𝑖

𝑗
= 𝑖, ∀𝑗 ∈ 𝑉𝑖}.

• A naïve baseline is to implement a instance classifier with a softmax layer 𝑃𝑌|𝑋 𝑖 𝑥 =
exp(𝑊𝑖

𝑇𝑓𝜃(𝑥))

σ𝑘=1
𝑁 exp(𝑊𝑘

𝑇𝑓𝜃(𝑥))
, where 𝑤𝑖 is the parameter vector of instance 𝑖. This is illustrated in Figure 2(a).

• However, the softmax classifier is most successful for closed-set classification, where train and
test object classes are the same. In general, the learned embedding 𝑓𝜃 does not have a good
metric structure beyond these classes.

• To forces the embedding to have a good metric structure over larger regions of the feature space,
we consider randomization strategies that leverage the view richness of multiview datasets to
achieve better generalization to unseen classes during training.

• This is implemented by replacing the classifier weight 𝑤𝑖 with the normalized embedding of a
randomly chosen view of object instance 𝑜𝑖, as shown in Figure 2(b).

• The random view of an object is selected by the view sampler 𝜐𝑖 following the random schedule
algorithm. See algorithm 1 and Figure 2(c-e) for more details.

• With the set 𝑠 of selected views, multiview stochastic prototype embedding (MVSPE) is defined as

𝑷𝒀|𝑿
𝒔 𝒊 𝒙 =

𝒆𝒙𝒑(𝒇𝜽 𝒙𝒊
𝝊𝒊 𝑻

𝒇𝜽(𝒙)/𝝉)

σ𝒌=𝟏
𝑵 𝒆𝒙𝒑(𝒇𝜽 𝒙𝒌

𝝊𝒌 𝑻
𝒇𝜽(𝒙)/𝝉)

,

where 𝜏 is the temperature and the loss 𝐿𝑠 is defined as 𝐿𝑠 = −log(𝑃𝑌|𝑋
𝑠 𝑖 𝑥 ).

• To encourage the classifier parameters remaining stable under different sets 𝑠1 and 𝑠2 of selected
views, KL divergence is proposed to regularized the probability shift when using 𝑠1 and 𝑠2 as

𝑳𝑲𝑳 = 

𝒌=𝟏

𝒎

𝑷𝒀|𝑿
𝒔𝟏 𝒊 𝒙 𝒍𝒐𝒈

𝑷𝒀|𝑿
𝒔𝟏 𝒊 𝒙

𝑷𝒀|𝑿
𝒔𝟐 𝒊 𝒙

.

• The view invariant stochastic prototype embedding (VISPE) is trained with loss function
𝐿 = 𝐿𝑠1 + 𝐿𝑠1 + 𝛼𝐿𝐾𝐿 with 𝜏 = 0.05 and 𝛼 = 5.

Figure 2: Regularization of a self-supervised embedding by
prototype randomization. Each color represents a single
object and views of the same object are marked with same
color. (a) softmax embedding, unnormalized features. Solid
arrows represent the weight vectors 𝑤𝑖 learned per instance
𝑖 . (b) Normalized embedding. (c-e) Randomization: 3
different sets of prototypes are used for training. Dashed
lines show how view embeddings are encouraged to move
towards the object prototype. Bar plots illustrate the
posterior class probabilities of a given image changse when
the prototypes are switched. The proposed VISPE minimizes
these variations.

Conclusion

Table 2: Left: Recall @ k and NMI on Modelnet unseen 
classes. Right: low shot accuracy for k labeled images.

Table 1: KNN classification results for various baselines, 
solving different surrogate tasks. RSPE outperforms all 
self-supervised learning methods, VGG16 [1] pretrained 
model and instance classifiers. 

Figure 3: TSNE visualization of 
unseen class embeddings. Each 
color represents a class. RSPE 
produces more structured 
embedding.

Figure 4:  Convergence rate of 
proposed methods and triplet loss.

• The current impractical assumptions of supervised multiview recognition are discussed.
• To relax these assumptions, multiview stochastic prototype embedding (MVSPE) is 

proposed for learning object invariant representation in self-supervised manner.
• View invariant stochastic prototype embedding (VISPE) is further proposed to regularize the 

learning of the embedding and outperforms other baselines with faster convergence.
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